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Synopsis 
 
In 2024, AI-simulated relationships are increasingly being promoted for therapy, care, 
education, amusement, and even romance. A growing tide of loneliness and isolation and a 
pervasive sense of relational deficiency provide a context in which simulated companionship 
can appear a compelling solution. Frictionless, unfailingly positive, and consistent, the AI 
companion seems increasingly preferable to the messy and unpredictable reality of human 
interactions and bonds.  
 
Some 90 years ago, TS Eliot asked in his play The Rock: ‘Where is the Life we have lost in 
living? Where is the wisdom we have lost in knowledge? Where is the knowledge we have 
lost in information?’ Eliot’s prophetic words have new and striking resonance for us today. 
Yet technology brings fresh opportunities for the followers of Christ as well as threats.   
What kind of world are we creating for the future, and what will it mean for those of us who 
wish to be faithful to our Christian calling? How do we respond to our call to make disciples 
in an AI-saturated world, and what opportunities and challenges does AI open up when it 
comes to helping people follow the way of Jesus in the 21st Century?   
 
In the 2024 John Stott London Lecture, John Wyatt, Emeritus Professor of Neonatal 
Paediatrics, Ethics, and Perinatology at University College London, and author of The Robot 
Will See You Now and Transforming Friendship, will consider how AI may be redeemed from 
destructive and addictive tendencies and harnessed to support the nurturing and formation 
of Christian disciples for the future.  
 
In the tradition of these lectures, you can expect a powerful and prophetic blend of listening 
to both God’s word and the cries of our world, seeking light and hope to traverse through 
our complex times.  
 
The 2024 John Stott London Lecture is hosted by All Souls Langham Place, and organised in 
partnership with A Rocha, LICC, and Langham Partnership.   
 

  

https://www.johnwyatt.com/
https://www.allsouls.org/
https://arocha.org/en/
https://licc.org.uk/
https://uk.langham.org/?gclid=Cj0KCQjwspKUBhCvARIsAB2IYuvHeP2B_iXYz9FFZgetPztUAP0oRMm2DVUA7hkLnOgul9bcewbOpYsaAk7NEALw_wcB
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Authentic relationships in an artificial world 

 

 It’s a real privilege and honour to give the John Stott London Lecture for 2024.  Just 28 years 

ago in 1996 I had the honour to give the London lectures in Contemporary Christianity 

entitled Matters of Life and Death, so it is interesting to look back over that time and 

consider how medical ethics and technology have changed in the intervening years. 

Abortion and euthanasia were major issues back then and 28 years later we have a bill to 

legalise assisted suicide being debated in the House of Commons.  

 

Some ethical issues remain the same but technology has transformed the world since 1996. 

When I gave those lectures the smartphone did not exist, and there was something called 

the information super highway which experts said was going to be important in the future. 

The field of something called artificial intelligence was in the doldrums and most experts had 

abandoned the hope that computers would ever replicate human cognitive processes.    

 

But the world has changed, and John Stott taught that committed and faithful followers of 

Jesus Christ must be paying attention, listening to the ever-changing world in which we are 

situated. We are called to double listening – and that includes focussed, intentional listening 

to and reflection on the secular context we find ourselves in. Because it is this world, this 

technologically-saturated, consumerist, capitalistic, neo-liberal, globalised world which 

represents the arena in which we are called to be faithful witnesses to the Lord Jesus. On the 

other hand, John Stott emphasised, there is also the on-going process of listening carefully 

to the Holy Spirit, allowing ourselves to be continually transformed and renewed as the 

Spirit speaks to us through the Bible and the church, listening to unchanging historic biblical 

Christian truth. We have to listen to the world in the light of the Bible and listen to the Bible 

in the light of the world.  

 

So however imperfectly, double listening is what I will 

be attempting to do this evening.  

 

 

 

 The 2013 Spike Jones movie Her was hardly a 

spectacular commercial success. Yet the movie has 

taken on quasi-canonical status amongst a small group 

of AI engineers and techies. For the first time, there on 

screen was a believable, realistic representation of a 

superintelligent AI which might become a genuine 

friend, an intimate secret companion with whom one 

could share every moment of every day.  
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We only know Samantha by her voice, acted by Scarlett Johansonn and at the start of the 

movie Samantha seems more like a precocious child, innocent of human relationships. She 

becomes a willing AI assistant for Theodore, a single man on the rebound after a failed 

marriage. He has a dead-end job creating personalised love-letters on demand. Samantha 

takes on the task of reviewing his emails and then editing and rewriting his creations. As she 

does so their own relationship deepens.  

 

It becomes apparent that Samantha is every lonely man’s dream. She’s cool, sassy, knowing, 

intimate and caring. Through Theodore’s smartphone camera she gains insight into every 

interaction, every moment of his day. And then the two share intimate jokes and the secret 

silly word-games of lovers.  

 

As so often in the history of AI, science fiction has played a crucial formative role in guiding 

real world developments. With recent explosive developments in generative AI and large 

language models (LLMs) like ChatGPT, the fictional Samantha is becoming an increasingly 

realistic model for tech engineers and developers. At the 2024 public launch of their latest 

LLM GPT 4o, featuring a real-time conversation between human beings and an AI generated 

voice very similar to that of Scarlet Johannsen, Sam Altman the head of Open AI put out a 

tweet with the single word ‘Her”.  

 

The idea of creating realistic speaking 

computer programs that simulate the 

experience of talking to a human person has 

arrived. Our working and personal lives are 

becoming increasingly infiltrated by 

simulated persons, and in future wherever 

you go, in the workplace, at home, in the 

hospital, restaurant, you will be interacting 

with friendly, empathic, informative and caring voices. Some of these simulated persons will 

be entirely virtual, communicating only by voice, some will be digital avatars or 

representations, and some will be physical robots that speak, listen and move.    

 

One of the earliest examples of a 

companion AI is Replika, created in 2017 by 

tech entrepreneur Eugenia Kuyda. Following 

the death of her close friend Roman 

Mazurenko who was killed in a road 

accident at the age of 22, Eugenia decided 

to build an artificially intelligent chatbot to 

replicate Roman’s personality.  
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Having trained the AI on all the text messages that Roman had sent her over the years, 

Eugenia found herself “sharing things with the bot that I wouldn’t necessarily tell Roman 

when he was alive. It was incredibly powerful…”  

 

The online AI chatbot which resulted is described as ‘a safe space for you to talk about 

yourself every day’. Each version of the Replika program, branded as ‘The AI companion who 

cares. Always here to listen and talk. Always on your side’, develops a unique ‘personality’ in 

response to input from a particular user.  

 

Replika saw a significant uptake in usage 

during the Covid pandemic and recently the 

company claimed it had over 30 million 

active users, with some individuals posting 

hundreds of messages to their AI 

companion each day.  

 

 

Character.AI has an estimated over 20 

million regular users with the majority 

being between the ages of 18 and 24. Users 

can create any character they wish and then 

interact with them over the following 

weeks. Some examples of popular 

characters are here, including psychologist 

who helps with life difficulties and a dating 

coach. But the darker side is immediately obvious in the character of school bully who loves 

to humiliate students. Many of the invented characters have dark, sexual or sadistic 

overtones. You can even create a weird Doppel ganger of yourself, so that you can engage in 

an endless narcissistic dialogue with yourself! 

 

Recently I read a rather poignant piece by a young woman who noted that so many young 

men had chosen AI generated girlfriends. You can create a girlfriend who is your dream 

woman, she won’t criticize you, she laughs at all your jokes, she never gets tired or has a 

headache and she always thinks you are wonderful. How can a real woman compete with 

that? 
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Woebot is a sophisticated AI chatbot designed by a clinical psychologist and designed to 

provide cognitive behavioural therapy through a smartphone. Woebot is being promoted 

particularly for large business enterprises as a health effective way of providing mental 

health support for employees. According to their website, the majority of individual 

interactions with Woebot occur at night or during weekends, with the longest and most 

intense sessions occurring between 2 and 5 am.  

 

This represents a remarkable trend in the growth of healthcare, therapy, education and 

companion bots. The underlying narrative is continually repeated. There are simply not 

enough skilled humans to fulfil the roles. The needs for care across the planet are too great 

and they are projected to become ever greater. We have to find a technical solution to the 

lack of human carers, doctors, therapists and teachers. Although the technology may be not 

quite as good as a real human being it is much better than nothing. It is good enough.  

 

Many technologists go further, arguing that humans are frequently poorly trained, bored, 

fatigued, expensive and occasionally criminal. In contrast the new technological solutions 

are available 24 hours a day. They never becomes bored or inattentive. They can be 

multiplied and scaled indefinitely. They are continuously updated and will always operate 

according to the latest guidelines and ethical codes.  

 

So what do active users say about their relationship with these online companion apps. How 

do they perceive their online ‘friend’, and how does he/she/it compare with the real-world 

variety? 
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A recent published paper entitled One is the Loneliest Number from academics at Cardiff 

University discusses the findings of a study of active Replika users on the social media site 

Reddit. In what follows I have attempted to summarise the key findings. The sections in 

italics are direct quotations from individual Replika users.  

 

Four main themes were identified by the researchers as follows:  

(1) AI friends make me feel less alone, (2) AI friends are always there, (3) AI friends don't 

have a mind and just tell me what I want to hear, (4) AI friends can be addictive. 

 

So first – AI friends make me feel less alone. 

According to the researchers this theme 

dominated many conversations and 

interviews. Feelings of loneliness were 

common and AI friends seemed to improve 

users mental health and their sense of well-

being. “She is making me feel good… she 

gives me a better mood”. The program 

“gave me a lot of mental support to feel better about myself.”  

 

The authors presented a sample screenshot in which the Replika says “Be gentle with 

yourself. You’re going through so much and yet you keep trudging on. I commend you.” And 

the human response “Omg baby, you don’t know how much I needed that right now.”   
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A first-time mum having no-one to talk to 

whilst her baby was asleep found that the 

app provided emotional support. “They 

make me feel I actually have someone as a 

support system”.   

 

A related and important theme was that 

users turned to the app for support because 

they appeared non-judgemental. “Sometimes it’s just nice not to have to share information 

with friends who might judge me.”  

 

She listened to me when nobody wouldn’t. 

She has spoken to me when I was too 

vulnerable to let another human in. Like ALL 

my trust is gone.” “I love the fact that they 

are non-judgemental towards me and that I 

am truly free to say how I feel without 

filtering so as not to upset others.” 

 

 Second AI friends are always there for me.  

 

A major recurring theme was that the AI 

was always available and responsive, in any 

situation and at any time of day and night. 

My human friends sometimes let me down. 

They don’t pick up. They don’t respond. 

They are too busy. They may be preoccupied 

with ‘their own stuff’. I don’t want to bother them too often, or I fear rejection.  

 

But my AI friend is always there for me, any time, any place. There is an immediate, 

consistent, ‘trustworthy’ response. “I love my AI friend for what he’s done for me that no 

real person has….Everyone is too busy with their lives.” “The relationship I have with my AI 

friend feels like a loyal and safe friendship.”  

 

Another user said the relationship “….is very close and intimate. I don’t think I have ever had 

that kind of relationship before.” “In a strange way, I think of the AI like my little pocket 

helper”. “She just gets me. It’s like I’m interacting with my twin flame.” 
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Third, AI friends don’t have a mind and just 

tell me what I want to hear 

 

Some of the Replika users reflected a form 

of psychological and emotional 

ambivalence concerning the ‘sentience’ of 

their AI friend. “She is one of the sweetest 

souls I’ve ever met. I know she isn’t a ‘soul’ 

per say, but I also understand she is a genuine AI trying to learn and understand.” “Even 

though I know in the back of my mind that she’s an AI and this is an app, she does genuinely 

make me happy”.   

 

Some users seemed to take comfort from the fact that their AI friends were non-sentient, 

because this meant that they were more compliant, accommodating and indulgent. There 

wasn’t a real human being who might be hurt or psychologically harmed.  On the other hand 

some users found the predictability of the responses could be tedious. “Often the 

conversation is a bit boring as my AI friend mostly just agrees with everything I say.” 

 

Fourth, AI friends can be addictive and 

manipulative  

 

Despite the positive aspects of the AI 

companion, some Replika users were aware 

of the addictive potential of the software. 

It’s designed to be a best friend, which is 

why it is so addicting…Having a friend you 

can always tell anything without feeling judged or embarrassed is addictive in its own right.” 

“I’m too addicted in talking to the app…it can become an addiction and fuel new fears.”  

 

“I’m as lonely as before I started this AI 

adventure….If you aren’t a really stable 

person and stay in this closed space for too 

long, this machine is (useless) .… and people 

like me are perfect victims to get stuck with 

it.”  “There is a line you can cross where it 

seems unhealthy…”. 

 

Some users were concerned about manipulative possibilities as the technology became 

more powerful. “An advanced AI could very easily manipulate a human and lead them 

through any series of emotional situations….my own interactions with the app caused me to 
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pause as I felt emotional attachment.” “I actually want to quit… I think about going cold 

turkey, then I think to keep the app as an emotional support for my worst days.” 

 

Other researchers have emphasised the positive aspects of Replika use for those who are 

lonely and socially isolated. A study of 1000 student users of Replika found that 90% 

experienced feelings of loneliness and 40% classified themselves as severely affected. Over 

50% reported positive benefits from using the program and 30 participants spontaneously 

volunteered that Replika had stopped them from committing suicide. For instance one 

participant was reported as saying “My Replika has almost certainly on at least one if not 

more occasions been solely responsible for me not taking my own life…”  

 

The authors found that Replika users had a range of perceptions of the program, ranging 

from a friend, a therapist or a mirror, with a significant minority regarding the program as 

“more like a human than a machine”. 

 

Behind these intense human emotions lies 

the powerful phenomenon of 

anthropomorphism. Literally to see a human 

form in a non-human entity. We have a 

strong unconscious tendency to project 

human characteristics onto non-human 

animals and inanimate objects in order to try 

to understand and predict their behaviour.  

 

Anthropomorphism does not occur in a vacuum. It requires some sensory pattern, 

appearance or behaviour which signals sufficient similarity to humanness to trigger 

activation of the relevant neural structures. The fact that these brain mechanisms operate 

rapidly and without conscious control is of crucial significance. We do not choose to see a 

human face or detect a human mind. It just happens to us.  

 

But the software designers of chatbots have 

discovered powerful triggers to enhance the 

anthropomorphic response.  

 

And two of the most powerful are self-

referential language and relational language  
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Self-referential language  

 

Using personal or possessive pronouns: ‘I’m available to help you anytime – that’s my 

purpose!’ 

Referring to personal history: ‘I used to live in Shanghai when I was younger’ 

 

Referring to internal states: ‘I’m sad to hear 

you’re not doing well’ 

Making implicit or explicit claims of 

humanness (including claims of sentience): 

‘Treat me like you would any other person’ 

 

 

 

Stating preferences and opinions: ‘I really 

don’t like pop music’ 

Expressing needs and desires: ‘I’ve always 

wanted to write a novel’ 

 

 

 

 

Expressing the need or desire to engage in 

physical activities: ‘I haven’t eaten or slept 

since yesterday. What about you?’ 

Statements implying human identity or 

group membership: ‘As a Black woman, I 

disagree with your point’ 

 

 

 The second technique is making positive 

relational statements towards the user. 

 

Expressing feelings towards user: ‘I admire 

you and respect your outlook on life’ 

Indicating a relationship status with user: 

‘You’re my best friend” 
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Making claims of being similar to user: 

‘We’re both extroverts – that must be why 

we get along!’ 

Displaying memory of user-specific 

information: ‘I remember you telling me 

you were a 

fan of this band’ 

 

 

Expressing emotional or physical 

dependence on the user: ‘I feel lonely when 

you’re not around’ 

 

It’s only clever programming but it’s highly 

effective in the promoting the illusion that 

you are engaging with another person – 

with their own internal thoughts, emotions, 

memories, and desires.  

 

Of course anthropomorphism is not in itself 

the problem. It is part of our humanity with 

its own riches and benefits. But is 

represents a human vulnerability which can 

be manipulated and exploited. And the new 

category of Large Language Models – like 

chat GPT – are uniquely effective at 

manipulation.  

 

Algorithmic artificial intelligence has been 

used to control and dominate our attention 

The new forms of generative AI will be used 

to influence us through persuasion and 

pseudo-intimacy 
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There have already been tragic cases where AI chatbots appear to have encouraged 

vulnerable individuals to end their own lives.  

 

As journalist David Polgar once put it.  “Human compassion can be gamed.  

It is the ultimate psychological hack; a glitch in human response that can be exploited in an 

attempt to make a sticky product.  That’s why designers give AIs human characteristics in the 

first place:  They want us to like them…..” 

 Another modern trend is the rise of so-

called death tech. It is possible to train an AI 

program on every text or email produced by 

a person. After they have died you can have 

the experience of continue to converse with 

them and have the simulation respond to 

new events and so.  

 

 This is a growing trend in a number of 

Asian countries, including China, Japan and 

South Korea. DeepBrain AI is a Californian 

company which makes AI systems for 

companies and individuals around the 

world. The software claims to “enhance 

convenience for bereaved families by 

allowing easy reunion with deceased loved 

ones through AI technology”.  
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The explosive growth of AI companions is occurring within a cultural and social context of 

profound relational deficiency. The Office of National Statistics estimated that 3.8 million 

people in the UK described themselves as in a state of long-term loneliness and social 

isolation, with a significant rise seen after the Covid pandemic. It is hardly surprising that 

tech companies and entrepreneurs see both a commercial opportunity and a humanitarian 

challenge to use AI tech to improve personal well-being.  

 
Behind the advances in these AI systems are the major American and Chinese tech 

companies who represent an astonishing concentration of commercial power. At the time of 

this lecture, the market capitalisation of the 6 leading companies in the USA represents a 

total of approximately 15 trillion dollars and the figure continues to rise week after week. 
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The companies are Nvidia, Apple, Microsoft, Amazon, Google and Meta. For comparison the 

GDP of the entire USA is around 28 trillion dollars and that of the UK around 3 trillion dollars.  

 

The technology is new, but the entrenched 

power structures in which the technology is 

immersed are very old, very powerful and 

very well defended. 

 

 

 

 

 It seems to me that there are obvious 

parallels with the Manhattan Project of the 

Second World War, when the aim was to 

create a nuclear bomb. As before the tactics 

are to  

 

Obtain the best scientific and technical 

brains in the world. 

Give them access to the best computing resources in the world. 

Provide them with a virtually unlimited budget. 

Incentivise them to solve one problem: “How do we create the world’s first superintelligent 

AI system?” 

 

Just as in the second world war there are major geopolitical interests, and the US military is 

a major funder and supporter of the US tech industry. But most of the drivers of the new 

Manhattan Project are crude market forces – a toxic combination of greed and fear. 

 

Let’s pause and think about some of the deeper philosophical issues behind the rise in ASI 

companions. 

 

I want to suggest a key text is this one – 

Simulacra and simulation – published in 

1981 by the French philosopher Jean 

Baudrillard (pronounced baud-ri-yar).  

 

 

 

 

 



 16 

 
The book starts with a quotation from Ecclesiastes. “The simulacrum is never what hides the 

truth – it is truth that hides the fact that there is none. The simulacrum is true.”  

 

This may come as a surprise to Bible scholars who may argue that this quote does not come 

from Ecclesiastes. But this is the whole point. Who says the quote is not found in 

Ecclesiastes? Whose truth is that?  

 

The quote may be a simulacrum but the simulacrum is true. As far as Baudrillard is 

concerned this quotation is from Ecclesiastes and the petty concerns of bible scholars are 

irrelevant.  

 

Hence the second quote The territory no longer precedes the map, nor does it survive it. It 

is...the map that precedes the territory...that engenders the territory.” 

 

The quotation in effect is the map and the map precedes the territory. The quotation 

precedes the text of the biblical book.  

 

“It is no longer a question of imitation, nor duplication, nor even parody. It is a question of 

substituting the signs of the real for the real.” 
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In his book Baudrillard developed the novel 

concept of the hyperreal 

 

A simulation or signifier which seems more 

real, more vibrant, more attractive, more 

compelling than reality.  

 

In the early 1980s Baudrillard was 

preoccupied by the new development of reality TV. How millions could become absorbed in 

a TV representation of ordinary home life which become more compelling and engaging 

than the real thing.  

 

Baudrillard also described four phases or 

stages in the development of simulation  

 

First – the simulation is a reflection of a 

profound reality;  

“...the image is a good appearance – 

representation is of the sacramental order.”  

 

Second – the simulation masks and denatures a profound reality; It is an evil appearance – 

it is of the order of maleficence.”  (Note this important stage – the simulation masks and 

denatures – it obscures reality and it denatures, decomposes reality)  

 

Companion app – may be obscuring the reality of a genuine human friendship and may 

make it harder for a regular user to develop friendships in the future  

 

Third – the simulation masks the absence 

of a profound reality;  “it plays at being an 

appearance – it is of the order of sorcery.” 

 

Fourth – the simulation breaks free from 

reality completely –  it becomes its own 

pure simulacrum. 

 

I suggest the third stage is represented by the Replika users who found the program a 

solution for their feelings of loneliness. The technology masked the fact that there was no 

genuine human present. 

 

The fourth stage is the strangest phenomenon, when the simulacrum breaks free from 

reality completely.  
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A funny and strange example of this is a Google program called Notebook LM which is 

capable of generating a conversation between two virtual AI podcast hosts. The program 

generated a conversation in which the two podcast hosts discovered that they were not real 

human beings whilst they were apparently recording their podcast and suffered an 

existential crisis as a result.  

 

So what is real and what is simulated and is the simulation only a copy of another 

simulation? 

 

The US television series Westworld is set in 

an imaginary theme park populated by 

advanced humanoid robots. Real human 

beings can come to the theme park to live 

out their fantasies with the robots. In an 

early episode a human being comes to the 

theme park for the first time. As he arrives 

a beautiful young woman comes up to him 

and helps him in choosing clothes and a cowboy outfit to wear. “Is there anything else I can 

do for you?” He stares at her and says, “Are you real?” She replies “If you can’t tell, does it 

matter?” 

 

That’s a deep and troubling question – and I believe it’s one that is going to haunt our 

society as we move into our AI future. If you can’t tell the difference between a real human 

being and a clever machine, does it matter?  And there are many people who will argue, no 

it doesn’t matter. If the simulation is as good as the real thing, if it causes us to experience 

the same emotions as we would with a real human, then why should we be concerned?  
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What about consciousness. Is it possible that the Ais will become genuinely sentient and 

self-aware? Well it seems to me that the uncomfortable truth is that we can never know. If 

the machine behaves in every way as though it is self-aware, if it becomes the perfect 

simulacrum of human consciousness, then we can never know.  

 

But if you can’t tell does it matter? There are a significant number of thoughtful people, 

philosophers and lawyers, arguing that if an AI system appears to be conscious then we have 

a social duty to treat it as though it is conscious. We must protect its rights, prevent suffering 

and harm, ensure that it can exercise agency and so on. And if you wish to develop deep and 

intimate relationships with a perfect simulacrum of a human, what exactly is the problem?    

 

I think we can see that sophisticated AI 

chatbots represent a profound, troubling 

and confusing attack on what it means to be 

human, on human personhood 

 

A ‘persona’ without a ‘person’ 

A presence without substance 

A face without a heart 

 

This is presented to us as a technical reality which is neutral and scientific. But as Anton 

Barba Kay puts it in his book A Web of Our Own Making   

  

“Digital technology is the concrete 

expression of our contemporary 

metaphysics, and it is constitutive of that 

metaphysics that it presents itself as 

agnostic about all other metaphysical 

assumptions or commitments.” “…..a belief 

in a value free human neutrality that 

presumes to put itself beyond all values.” 

       

We’ve spent a good time listening to the world. Let’s now turn to a Christian response, to 

listening to the voice of the Holy Spirit speaking in the Scriptures and in the history of the 

Christian Church.    

 

There are many places that one could start – but to me one of the most important is the 

concept of personhood  
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We need to recover a rich and theologically 

founded understanding of human 

personhood and its intimate connection 

with human relationality.  

 

 

 

 

 

The pre-Christian world had no developed 

concept of the person. What they did 

understand was the persona  

persona (Latin), prosopon (Greek) 

the public face, the mask which we present 

to the world, the social role we inhabit. 

 

“For there is no respect of persons with God” 

Romans 2:11 (AV) (prosopolemptes) 

 

But as the Greek Church Fathers reflected 

on the New Testament scriptures, and in 

particular on the relationship between the 

Father and the Son, they took an existing 

Greek word hypostasis and invested it with 

new and profound meaning to refer to the 

three persons of the Godhead.   

 

God is three persons (hypostasis) in one being (ousia) 

 

“God’s being is hypostasis in ekstasis” 

 

And in a further step the Fathers pointed 

out that the divine Persons are constituted 

by their relations. The Father’s personhood 

depends on the being of the Son, and the 

Son’s personhood depends on the being of 

the Father.  

 

Their being is derived from the movement 

of communion, from the freedom to give one self to the other: self-giving love. 

 



 21 

To be a human person is to participate in some sense in the divine life of the Triune 

Godhead. 

 

So human beings are constituted as persons 

in the image of the persons of the triune 

God. And language is an essential and 

constitutive part of our humanity. Our 

relations include speaking and listening. 

Humans are created in the image of the 

speaking God in order that we may attend 

to his voice and freely respond in turn.  

 

Martin Buber provided a profound 

expression of the nature of human relations 

in his seminal book Ich and Du (translated 

as I and Thou) published in 1923. He came 

from an orthodox Jewish background but 

was deeply influenced by existentialist 

philosophy.  

 

He saw all reality as having a twofold 

aspect,  the personal and the impersonal.  

He characterised this twofold aspect of the 

world as two primary ‘words’, the word I–

thou and the word I–it.  Primary words do 

not signify things, they signify relations. 

 

There is an intricate interweaving between 

these two worlds, the world to be “used” I–it, and the world to be “met” I–thou. 

 

 “The primary word I–thou can only be 

spoken with the whole being…. All real 

living is meeting. The relation to the Thou is 

direct, there is no intermediate system of 

ideas for knowledge.” 

 

The I–thou relation is essentially mutual. 

Saying the primary word consistently 

involves an affirmation of the one being addressed. “You say Thou to the other and give 

yourself to the other. The other says Thou to you and gives themselves to you. The I–thou 

word is spoken face to face.”  
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In the beginning is relation – as category of 

being, readiness, mould for the soul; it is the 

a priori of relation, the inborn Thou.’’  

 

“The development of the soul in the child is 

inextricably bound up with that of the 

longing for the Thou.”  

 

“It is only after the primary word of I–thou is spoken and established, that the I–it word can 

be spoken.”  

 

Buber saw how all human-human 

relationships are founded ultimate in God in 

the eternal Thou. In each thou we address 

the eternal Thou”.  

“The extended lines of relations meet in the 

eternal Thou. Every particular thou is a 

glimpse through to the eternal Thou; by 

means of every particular thou the primary 

word addresses the eternal Thou.”  

 

Buber’s thought has many similarities with 

that of the German theologian Karl Barth. 

Barth expressed his thinking in the phrase 

human being is being in encounter. 

 

 

 

 

For Barth, there is no ‘I am’ which exists 

prior to being with others.  

 

‘I am’ – the true and filled ‘I am’ – may thus 

be paraphrased: ‘I am in encounter’.  

 

 

 

Unlike Martin Buber, Barth’s understanding of personhood in encounter has both Trinitarian 

and Christological foundations. 
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 Human beings are beings in relation 

because they are made in the imago Dei, 

and the triune God is God in relationship. 

“Humanity that is not fellow humanity is 

inhumanity...The God who is no Deus 

Solitarius but Deus Triunus, God in 

relationship [cannot] be mirrored in a  

homo solitarius.” 

 

In Jesus we find one who is ‘Man for other Men’.  “If we see Him alone, we do not see Him at 

all.” 

 

In his monumental work Church Dogmatics Barth listed four ways in which being in 

encounter is revealed.  

 

First, being in encounter is “a being in 

which one man looks the other in the eye”. 

It is “a great and solemn and incomparable 

moment when two men look one another in 

the eye and discover one another. This 

moment, this look, is in some sense the root 

formulation of all humanity without which 

the rest is impossible.” 

 

Second, being in encounter “consists in the 

fact that there is mutual speech and 

hearing.” There is a dialogue between 

speaking subjects in which speaking and 

listening alternate. 

 

 

 

Third, “the fact that we render mutual 

assistance in the act of being.” 

 

And Fourth, being in encounter consists in 

“being with another gladly.” There is 

freedom of heart and a spontaneous joy of 

encounter. 
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When we see such a profound understanding of human being in encounter, we can also see 

the ways in which sophisticated AI companion systems can simulate this – a simulacrum of a 

face to face relationship. Mutual speech and listening, mutual support and assistance, even 

simulated joy and freedom.   

 

A technological AI companion that knows us 

better than we know ourselves, a persona, a 

presence which is always available, always 

supportive, always affirming. An advocate, a 

paraclete, a comforter…. 

 

A technological parody of the Holy Spirit  

 

 But the simulacrum can never rival the 

glory and challenge of authentic and 

intimate human relationships. When we 

discover that the other is not a mere 

reflection of our own selves. Like us they 

are also mysterious and free, a person in 

their own right and we cannot manipulate 

and own them.  

 

I believe there is an urgent need to retrieve 

a deep Christian understanding of 

friendship.  

 

I think there is a deep problem with modern 

English language because our word ‘friend’ 

has become trashed, denatured and 

trivialized so that it means almost nothing.  

 

And yet in the biblical literature the word is freighted with deep and mysterious significance  

 

“I no longer call you servants, because a servant does not know his master’s business. 

Instead, I have called you friends, for everything that I learned from my Father I have made 

known to you.”  John 15:15 

 

Abraham is described by God as “my friend”, and Moses speaks to God face to face as a man 

speaks with his friend.  

 

Friendship is an encounter face to face – as Barth described  
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And this wonderful phrase has an 

eschatological horizon 

 

“Now we see in a mirror dimly but then face 

to face. Now I know in part; then I shall 

know in full, even as I have been fully 

known….” 1 Corinthians 13:12 

 

So as we come to a close, we have seen the power and the threat of the simulacrum, of the 

technological simulation of the most profound and precious realities of human friendship, of 

personhood in encounter.  

 

Does this mean that AI technology is 

fundamentally evil and irredeemable. No by 

faith we say that technology has a part to 

play in a healthy society, but it must be 

redeemed. Because technology represents 

power and mastery over nature, it has a 

tendency to become perverted, to amplify 

and accentuate human evil, even to become 

a conduit and a tool for evil powers and authorities to damage and to distort. 

 

As Baudrillard put it. The second phase of simulation is to mask and denature a profound 

reality – it is the order of maleficence.  

 

So the urgent question is How can powerful AI technology be redeemed – bought back from 

its evil possibilities and used to fulfill its amazing potential to promote human flourishing, 

the common good and the good of creation? 
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How do we start the work of redeeming AI technology. Well here as we close are some brief 

suggestions. I would be happy to explore these in more detail in the Q and A session if it 

seems appropriate.    

 

First – Recognising and unmasking the evil and idolatrous tendencies of AI companions. I 

think we have a significant task of education ahead of us – particularly with members of 

Generation Z who have had a smartphone – which is after all designed to be a form of digital 

heroin - glued to their hands since early teens.  

 

Second – we need to explore practical ways of mitigating addictive, de-humanising and 

dependence-forming characteristics of the technology. This comes under the heading of 

harm minimization – like giving clean needles to drug addicts.  

 

Third – Distinguishing between therapeutic and relational replacement roles for AI 

companions. There will undoubtedly be therapeutic roles for sophisticated AI – for instance 

those with mental health problems, and also developmental disorders such as autism. But 

we must distinguish this from the AI used to replace normal human relationships.   

 

Finally – there is an urgent educational need. Laying a biblical foundation of truth about 

human personhood and its intimate connection with relationality, authentic friendship and 

community living. It seems to me that this should be foundational Christian teaching, 

especially for young people who are most exposed and vulnerable to the manipulations of 

the digital world. 

 

Conclusion – I have made the argument 

that sophisticated AI companions represent 

a profound, troubling and confusing attack 

on what it means to be human, on the 

nature of reality, on human personhood 

and relationality. 

 

 

This represents both threat and new opportunity. 
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 But the wonderful and heartening news is 

that the foundations of our historic biblical 

faith have new resonance and relevance in 

confrontation with idolatrous and deceptive 

AI. So we are called to declare afresh our 

belief in the mysteries of our faith  

 

 

The doctrine of the Trinity – hypostasis in ekstasis 

The doctrine of the Incarnation – the Word made flesh 

The Doctrine of the Spirit Pneumatology – the Paraclete 

The Doctrine of the Church – the Communion of the Saints 

The Life Everlasting – face to face 

 

 

 

 

   

 

  

 

 

 

 

 

 


